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1. INTRODUCTION

Let

n = 1,2,... , (1)

be a matrix X of nodes and, for a function / defined in [-1, 11 and each n,
let L n(f, x) be the corresponding Lagrange interpolation polynomial of
degree ~ n - 1 based on the nodes (1).

Erdos and Turim have proved, in their paper [3 J, that for every continuous
function/on 1-1, 1J and every sequence of polynomials {wn} (degwn=n)
satisfying

.1

, w(x)· wn(x) . wm(x) dx = c5n.m•
. -I

the condition

.1

I w(x) dx < +00,
• 1

w(x) ;;;, 0 If x E (~1, 1),

.1

lim I w(x){L nCf,x)_/(X)}2dx=O
fl ~ __ 1

holds for all matrices formed by the roots of the polynomials

(2 )

En ~O, (3 )

provided each Rn(x) has n distinct roots in [-I, 11.
In particular, (2) is fulfilled for the matrices formed by the roots of the

Jacobi polynomials p~a.8)(x) (w(x) = (1 - xt( 1 +x)8, a and fJ > -I) and of
the polynomials (1-x2)(d/dx)p~a·8>(x)which are of type (3).
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It is well known that condition (2) for matrix (1) guarantees the
convergence of certain collocation-projection procedures for the approximate
solutions of some operator equations (see Vainikko [6]).

In some extended collocation procedures (see [1]), it is useful to answer
the following question:

Find a matrix Y of additional nodes

~1 (YI,n <,h,n < ... <Ym(n).n( 1, (4 )

where m(n) = an + b, a, b real and a > 0, such that, for the new matrix
XUY:

Xl ,n , ... ~ X n . n , Yl. n , ... , .Vm(fl).n' n = 1,2,.... (5 )

the Lagrange interpolation polynomials Lntm(n)(J, x) based on the nodes (5)
satisfy

.1

lim) w(x)ILntm(nj(J,x)-f(x)f2dx=O
n • _ J

(6)

for some class offunctions f defined on 1-1, 11,
If the matrix X is formed by the roots of Un(x), then since U2n T I =

nUn(x) Tnt Jx), the additional matrix Y may be formed by the roots of
Tn t I (x) and, quite obviously, (6) holds for any continuous function f

Unfortunately, this is the only known case of an orthogonal polynomial P
which can be factorized into two polynomials, one of which is in the same
orthogonality class as P, However. with some restriction onf some positive
result can be found for a large class of nodes matrices.

We shall prove the following theorem:

THEOREM A. Let the xi,n's nodes of the matrix (5) satisfy the condition

(E)
and lim (&i + 1.11 - &i,lI)n > 0

fl-+OCl

\j i.

where x i,1I = cos &i.1I and NII(a,p) stands for the number of&i,II's in la,PI.
Let the additional nodes Yi,n (i = 1,2,... , an + b) form a strongly normal

matrix. Then, using the notation

n

l/JII(X) = 11 (x - Xi,II)'
i_c I

(7)

(8)
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condition (6) is fulfilled for every function f such that

lim n . E~(f) . M(n) = 0,
n~oc

87

(9)

where E n(f) is the best uniform approximation off in [-1, 11 by polynomials
of degree ~n.

As an application of Theorem A, we obtain the following corollaries
concerning the classical Jacobi polynomials p~a)(x) = P~,"''')(X).

COROLLARIES 1,2,3. If matrix (5) is formed by the roots of the
polynomials

-1 < a < 1,

or

-1 < a < 0,

then the Lagrange interpolation polynomials Ln(f, x) based on the roots of
Qn(x) satisfy:

in case 0),

.1

~~~ I (1 - x
2
)"jLn,(f, x) - f(xW dx = 0

'. I

if )O~a< I,fELiPy,y>+;or-l <a<O,fELipy,y>--a~

in case OJ),

.1

~~~ LI (1 - x
2
)" + IjLn,(f, x) - f(xW dx = 0,

-1 < a < O,fE Lip y, Y > +.

2. PRELIMINARIES AND PROOF OF THEOREM A

In his paper /2], Erdos proved that, in order for the matrix X to satisfy
condition (E), it is necessary and sufficient that for every positive number c
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there exists a sequence of operators Pn(J, c, x), defined for all fE C[-I. I].
such that

(i) Pn(f, c, x) is a polynomial of degree ~n(l + c) (n = 1, 2.... ).

(ii) Pn(f, c, x i •n) =f(xi •n) (i = l...., n),

(iii) lim IIPn(f,c,x)-f(x)II=O foreveryfEC[-l.lj.
n.....,OO

As far as the rate of convergence in (iii) is concerned, Freud has proved in
[4] that condition (E) is also necessary and sufficient for the existence. for
every positive constant c, of a sequence of operators pn(f. c, x) satisfying (i),
(ii) and

(iv) il Pn(f, c, x) - f(x)l! <K(c) En(f)

By using notations (7), (8) and

for every fE Cl-l, II·

m(n)

'Pn(x) = II (x - Yi.n)'
; I

let us prove the following lemma:

LEMMA I. Let X and Y be respectively the matrices (I) and (4). If the
nodes of the matrix X are arbitrarily choosen and the matrix Y is strongly
normal. then

I~I;)II 2 li(x) M(n)
w(x) lPn(x) rp2( V ) dx~--

i I - In. I.n P
P positive const.

Proof Since Y is strongly normal, there exists a positive constant p such
that

'P~(Y;.,.)
I'i.n(x) = 1 - 'P' (p. ) (x - 'vi.n)?:: P > 0

n . I,n

where, for the Hermite interpolation formula,

m(n)

'\' L';,n(x) li(x) = 1.
; I

i = I..... m(n).
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m(nll
\' 2
~ I;(x)<-,
i 1 P
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Proof of Theorem A. For a fixed positive c such that c < a, let Pn(x) =
Pn(I, c, x) be the polynomial satisfying the properties (i), (ii) and (iv). Since
(r + S)2 <2r2+ 2s 2 and Ln+m,nl(f, x) - f(x) = Ln+m(nl(I, x) -Pn(X) +
Pn(x) -f(x),

.1

I w(x){Ln+m,n)(I, x) - f(xjf2 dx
. -I

.1

<21 w(x)jLn+m{n)(I, x) - Pn(x)}2 dx
• 1

.1

+ 21 w(x){Pn(x) -f(xW dx.
, -I

From (iv),

,I

I w(x)lPn(x)-f(x)f 2dx

,I<K 2(c) E~(f) I w(x) dx --> a
, 1

as n --> 00.

If Ln. m(n)(I, x) interpolates f over n(1 +a)+b nodes and therefore
Ln. m(nl (q, x) = q for every polynomial q of degree <n(1 +a) + b - L then,
for n sufficiently large, L n t mln)(Pn' x) = P,/X).

Thus
.1

I w(x)jL n+m(nl(I, x) - Pn(xW dx
'·1

.1

= I w(x)l L n+mlnl(f-PIl,x)}2dx
• 1

where. because of (ii),

( 10)

m(n}

LIl.mllll(f- Pn. x) = ~
i 1
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By the Cauchy-Schwarz inequality and property (iv),

From (10), the last inequality and the Lemma 1, we have

.1I w(x)1 L n+rnln)(J, x) - Pn(x)f2 dx
• - 1

M(n) .1

~ nK
2
(c) E~(f)--I w(x) dx,

P . 1

(ll)

therefore the hypothesis (9) implies that the last term tends to zero, and so
the proof is complete.

3. ON THE ZEROS OF JACOBI POLYNOMIALS

Let us consider the Jacobi polynomials p~a.8)(x), a, 13 > -I. and for
simplicity let us confine ourselves to the ultraspheric case a = 13. The same
argument, with some more complication, may be used for a*, 13.

Since we deal with the roots of p~a.a)(x), we shall indicate these
polynomials by p~a'(x) instead of the classical notation

pW(x) = rea + 1) r(n + 2a + 1) p(a.a)(x)
n. r(2a+l)r(n+a+l) n

a=A-1,A>-±.
It is well known that the zeros of the polynomials P;,")(x) with a < 0, as

well as the zeros of (1 - x 2)(d/dx) p~a)(x) with 0 ~ a < 1, form a strongly
normal matrix. Let the nodes matrix (5) be formed by the zeros of the
polynomials

or

where the nodes xi,n's and Yi.n'S are respectively the zeros of the factor
polynomials c1J n(x) and IfIrn(x) with:
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O(;a<1

case (b)

case (c) )
_ ( 2 d (a)C/J ,.(x - I - X ) - p n (X),

dx

-I < a <0

-I < a < 0,

In all cases, the matrix formed by the Yi.n's nodes is strongly normal and,
since (djdx) p~a)(x) = c(n) p~la_~ I)(x), the xi,n's nodes satisfy the condition
(E), In order to apply the Theorem A, we have to investigate the behaviour
of the function M(n) in the three cases (a), (b), (c).

Case (a). In this case we have: deg C/Jn(x) = n, deg IJ'm(x) = n + I and

Since the Yi,n'S are the zeros of (l - x 2)(djdx) p~a)(x), it is well known (see
Szego [5, p. 168 j) that the sequence formed by the values [p~a'(Y;,n)1 is
decreasing in [-I, 0I and increasing in 10, 1]. Therefore

m'n{p(a)( ')12_ IP('''(' )12~n-lI n )i,n ( - 1 n . )[1I/21+I,n (= ,
I

where the symbol ;::0:: refers to the limiting procedure n -+ r:f) (see Szego [5,
p. 169 I). Since also

.1
r (l-x2t{p~a)(x)}2dx;::o::n-l

. - I

we can conclude

M(n) = 0(1)

and. in view of (9), we can state the following corollary.

COROLLARY I. For every f(x) E Lip y, y> f, the Lagrange interpolation
polynomials L 2n + 1(f,x) based on the roots of(l-x2)p~a)(x)(djdx)p~a)(x).

o~ a < I. satisfv

.1

lim I (l-x2tjL2nlIU:X)-f(xjf2dx=O.
n .' I
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Case (b). In this case we have deg ep n= n ~ 1, deg 'Pm = nand

In order to evaluate the lower part of M(n), let us prove the following
lemma:

LEMMA 2. For every -I < a < 0, the values of the function
I(dldx) p~a)(x)l, restricted to the roots of p~a)(x), form a sequence which is

decreasing in 1-1, 0] and increasing in 10, 1I·

Proof. Let us consider the function

f(x)=n(n+2a+ 1)(1--x2)"1P~,al(x)12

. d '
+(I-x2)"+II_ p l")(x)/"

) dx II • \

and observe that

d . 2
f(x) = (1 - x 2r j I I)·. - p~a)(x) 1\..

dx

at the zeros of p\")(x). Since p;;')(x) satisfies the differential equation

( 12)

(1 - x 2
) y" - 2(a + I) xr!t n(n + 2a + 1) Y = 0. (13)

by differentiating (12) we obtain

d'
f'(x) = x l21 dx P;,")(x) ~ (1 x')"(a L I)

- 2an(n + 2a + 1)(1 x 2
)" 11P~la)(xn'l

and hence

sgn x = sgn f' (x).

Therefore. on the zeros of P~"'(x). the function (1 - Xl)"! lj(d/dx) P;,")(xp:
is decreasing in 1-1, 0] and increasing in I0, II: hence. a fortiori. the
function (dldx) p~a)(x) has the same behaviour.
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Analogously to the preceding case,

and hence the following corollary holds:
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COROLLARY 2. For every fIx) E Lip y, Y > ~ the Lagrange interpolation
polynomials L 2n -l(f, x) based on the roots of p~,a)(x)(d/dx)p~a)(x),

--I < a < 0, satis/v

Case (c). In this case we have deg (/J n = n + 1, deg 'Pm = nand

M( )=f_I(1-x2n(I-X2)(d/dx)p~a)(x)}2dx

n minil(1 - Y7.n)(d/dx) p~a)(Yi.n)f2

Let us prove the following analogue to Lemma 2:

LEMMA 3. For every -I < a <0, the values of the function I( I - x')
(d/dx) p~,al(x)l, restricted to the roots of p~a\x). form a sequence which is
increasing in I-I, OJ and decreasing in [0, II.

Proof Let us consider the function g(x) = (I - x 2) fIx). f(x) defined in
(\2). and observe that it takes the values of (I -x')"+'j(d/dx)P~"\'(W on
the zeros of p~"\x). The derivative of g(x), after some manipulation, taking
into account that P~,")(X) satisfies the differential equation (13). becomes

l d'
g'(x)=x 2a(l-x')"+1 /) __ p:,a,(x) I.

dx \

and then

sgn x = -sgn g' (x).

Therefore. on the roots of p~,a)(X). the function
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and, a fortiori, the function
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d '
\(1- X(2)~pl")(X") /­I . dx 1/ • \'

is increasing in \-1, 0\ and decreasing in [0, I \. So the lemma is proved.
Then

and

mIn
d 2· d 2

\(I-V2 )~P(tl(),. )( = 1(1_).,2 )~pl")(V )1I .1,1/ dx 1/ .1.1/ \ I .1.1/ dx 1/ .1.1/ \

( _.I'I 1(I-X2)"((I-X2)(d/dx)P~"\X"Wdx
M n) - , ( ) ,

1(1 - Y'.I/)(d/dx) PI/" (YI.I/)}'

/ .1'1 1(I-X2)"+ll(d/dx)P~"I(x)f2dx

~ 1(I - Y~ .I/)(d/dx) P:,") (YI.I/) [2

which, by the recurrence formulae (4.5.5) and (4.5.7) in Szego [5 [, is equal
to

((n+2a+ 1)2/4)J~I(I-X2)"+ljP~~ll(XWdx

(n + a)2jP:,") I(YI.I/W

Since 1~1.I/~n 1 (see Theorem (8.2.1) in Szego [5\), whereYI.I/=coS0I.I/'
the "Hilb's type" formula (8.21.17) in Szego 151, leads to p~")(YI.I/)~n2.

Therefore

n I

M(n)~~~n-' 2"

n2
"

and the following corollary holds:

COROLLARY 3. For every function /(x) E Lip y, the Lagrange inter­
polation polynomials L 21/' 1(f, x) based on the roots of (1 -- x 2) p~,")(x)(d/dx)
P~"I(X). -I < a < 0, satislv

,I

lim I (1- x 2)" 1L 21/" IU: x) --f(x)f2 dx = °
1/ ,

prot·ided )' > -(l.



MEAN CONVERGENCE OF INTERPOLATION

REFERENCES

95

1. A. BELLEN, Metodi di proiezione estesi, Boll. Un. Mat. Ital. Suppl. I (1980). 239-251.

2. P. ERDOS. On some convergence properties of the interpolation polynomials. Ann. of Marh.
44 (1943). 33Q-337.

3. P. ERDOS AND P. TURAN, On interpolation. [, Ann. of Math. 38 (1937). [42-155.
4. G. FREUD. On approximation by interpolatory polynomials. Mat. Lapok 18 (1967). 61-64.

IHungarian I
5. G. SZEGO. "Orthogonal Polynomials:' Amcr. Math. Soc. Coil. Pub.. Vol. 23. fourth ed..

Amer. Math. Soc.. Providence, R.J.. 1975.
6. G. M. VAINIKKO. On the convergence and stability of the collocation method. Dif/eren·

ria[n.!'e Uraz'nenija I (1965). 244-254.

640/33/2-2


